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Abstract. This paper discusses some important issues related with usability 
evaluation of information visualization techniques, particularly using a user-
centered point of view. This way, we address one of the goals established in 
the EDGE (“Evaluation methods, Design Guidelines and Environments for 
Virtual Reality and Information Visualization Techniques”) project, namely 
developing new methods for evaluating information visualization techniques, 
taking advantage of the experience of both teams in this matter. 

1. Introduction  

Following the same path of desktop graphical user interfaces (GUI) and Web-based 
interfaces, a large use of information visualization techniques will depend on their 
usability. Whereas the first information visualization (IV) techniques were presented 
without thorough evaluation studies, researchers have become aware of the importance 
of such usability studies [Plaisant 2004]. However, despite an evident progress in recent 
years to establish some ‘good practices’ for design and usability evaluation of such 
techniques, the definition of several aspects related to an user-centered perspective for 
IV techniques remains an open issue.  

 Historically, a user-centered perspective has its origin related to User Centered 
Design (UCD), which involves basically simplifying the structure of tasks, making 
things visible, getting the mapping right, exploiting the powers of constraint, and 
designing for error. Thus, a user-centered perspective tries to optimize the user interface 
around how people can, want, or need to work, rather than forcing the users to change 
how they work to accommodate the system or function. In short, evaluation with a user-
centered perspective is an evaluation based on the needs of the user and, for that, we 
need to know them, their goals and tasks. 

 In the last years, we have been particularly interested in evaluation of IV 
techniques. Although there is a great variety of models and techniques for information 
visualization, there is not yet a consensus about their usability evaluation: what is the 
meaning of usability for IV techniques? Which characteristics we have to evaluate and 
how to evaluate them? In addition, which aspects are generic to all types of interactive 
systems and which are specific to IV techniques? Which of these issues are particularly 
relevant to IV techniques’ evaluation?  
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 Our goal in the EDGE (Evaluation methods, Design Guidelines and 
Environments for Virtual Reality and Information Visualization Techniques) project is 
to investigate if and how sound ergonomic user-centered knowledge can be transferred 
to IV techniques’ context. This paper intends to start a discussion and presents some 
issues concerning IV techniques evaluation we are working on based on past experience 
[Scapin and Bastien 1997][Freitas et al. 2002]. 

2. Current Studies in Evaluation of Information Visualization Techniques 

The different aspects related to the evaluation of IV techniques have become research 
issues among the (Human-Computer Interaction) HCI and Visualization community. 
We are particularly interested in finding answers to the following question: “How do we 
know if information visualization tools are useful and usable for real users performing 
real visualization tasks?”, i.e., how do we know if a IV technique is able to provide 
insight to users? In fact, for effective and well-accepted adoption of information 
visualization tools, they have to be effective, efficient and satisfying for the intended 
users [Yi et al. 2008]. 

 As new applications are more often related to larger and more complex datasets, 
the challenges of information visualization involves not only the selection of typical 
datasets and tasks but defining evaluation methodologies [Shneiderman and Plaisant 
2006] and finding the appropriate case studies and users [Seo and Shneiderman 2006] 
[Valiati et al. 2008]. There has been already some research aiming at consolidating 
visualization tasks [Amar et al. 2004], collecting benchmark datasets [Plaisant et al. 
2008], and experimenting human-computer interaction evaluation methods [Valiati et al. 
2008].  

 The work on identifying and understanding “visualization” users tasks started in 
1990, but remained set aside for a long time. Recently reports have been published 
devoted to understanding and representing the tasks users perform to accomplish their 
goals. Indeed, the identification and understanding of the nature of the users’ tasks in the 
process of acquiring knowledge from visual representations of data is a recent branch in 
information visualization research, and some taxonomies have been proposed, for 
example, [Amar et al. 2004]. We have been working on that subject [Valiati et al. 2007], 
and have achieved a stable set of tasks that are useful both in the evaluation of new 
developments and to compare different techniques for some specific application.  

 Many of the evaluation reports we find in the literature are descriptions of 
experiments with users targeting the comparison of different IV techniques or assessing 
a specific technique regarding different tasks [Bertini et al. 2006] [Bertini et al. 2008]. 
Most of those works focused on controlled experiments in-laboratory, with specific 
tasks selected from the typical ones performed by the potential users of the visualization 
technique. Some works addressed different aspects of the evaluation process [Whiting et 
al. 2008]. The experimental procedure may be inadequate sometimes, mainly during a 
research exploratory stage when goals and tasks may not be already defined. Thus, for 
evaluating visualizations, longitudinal or (more broadly) qualitative research studies 
involving actual users’ participation [Shneiderman and Plaisant 2006] [Isenberg et al. 
2008] have been strongly recommended.  
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3. Some Important Issues for a User-Centered Viewpoint of Usability 
Evaluation of Information Visualization Techniques  

A review of existing work on IV techniques evaluation allowed us to identify a 
significant number of problems.  

 First of all, from those methods used in traditional interaction evaluation, few 
are actually used for IV techniques evaluation: the diversity of methods is quite limited. 
In practice, most of the evaluation in IV is oriented to user testing methods. These 
methods try to check if usability goals are met and also to identify usability problems by 
conducting experiments, in which users try to solve realistic tasks with the technique. 
The dependent variables usually measured in this process are task time and task 
accuracy. Data collected is analyzed statistically, in order to capture the central usability 
measures effectiveness, efficiency and user satisfaction. However, user testing is not 
always the best choice because it is a very time consuming process, with high costs.  

 Two other problems arise from that one. Evaluation happens too late when 
employing only user testing, because such testing should be mainly applied in later 
stages of development: to testing, a running system is mandatory, and in general, 
evaluation process does not follow a general usability evaluation methodology. 
Sometimes, instead of empirical methods like user testing (which can only be used after 
some form of interaction design is available, and for which direct access to end-users is 
mandatory), it may be interesting to adopt some analytical methods like expert 
evaluation (inspection based solely on the evaluator’s knowledge and experience), 
document-based evaluation (inspection based on some guiding documents, at various 
degrees of precision) or even model-based methods (inspection based on some 
theoretical models, usually cognitive models). These methods are particularly useful 
when it is not possible to collect data directly from users; but also they can be simply a 
useful first step to uncover some major usability flaws before investigating more 
complex problems further. 

Our intention is to put emphasis on the proposal of guidelines (not strong 
recommendations or a strict methodology). From several case studies conducted by 
Valiati et al. (2008) following the MILCs approach [Shneiderman and Plaisant 2006], 
we devised that: (1) The context of usage for evaluation must be defined before the 
beginning of evaluation; (2) Evaluation needs to know who the users are, of what their 
goals are and to decide which users to support; (3) Evaluation needs to understand 
which tasks users need to perform and their characteristics (steps, constraints, and other 
tasks attributes like frequency, priority, etc) and to decide which tasks to support; (4) 
Evaluation should be performed earlier in the design-development cycle. 

 We are also focusing on the identification of appropriate usability methods for 
IV techniques evaluation. Methods for evaluating usability are described in terms of the 
characteristics, which should be present in the way the evaluation is conducted. The 
detailed prescription of a method to be used is in relation to a narrowly defined set of 
user goals, in a specified task domain, with limited metrics. However, much work is 
needed to extend the scope of current evaluation methods to cope with the many 
possible IV techniques’ usability dimensions. For example, how do we apply usability 
inspection methods (like heuristics evaluation, for example) to IV techniques? Or how 
do we guide IV techniques development with these usability considerations?  
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 Consequently, some interesting questions are open for discussion: (1) Can the 
sound ergonomic knowledge (style guides, architectures, and design and evaluation 
methods that have been proved adequate for GUIs and Web-based contexts) be 
transferred to this novel context of IV techniques? If so, how do we deal with the 
idiosyncrasies of IV techniques: in a generic or in a customized to IVT-specificities 
way? How do we ensure user involvement in usability evaluation?  In fact, user 
involvement is a direct way to accelerate the process of improving usability evaluation 
of IV techniques. We think that doing user testing earlier allows usability knowledge be 
gained rapidly, rather than having simply the technology perfected without user concern.  
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