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Abstract. We present here a novel framework for graph-based pattern recog-
nition techniques called Optimum-Path Forest (OPF), which has been demon-
strated to be superior than traditional supervised pattern recognition tech-
niques, such as Artificial Neural Networks using Multilayer Perceptrons and
Support Vector Machines, in terms of both accuracy and execution times. The
OPF-based classifiers model the problem of the pattern recognition as a com-
putation of an optimum-path forest in a graph induced by the dataset samples,
achieving very good results in complex situations, i.e., in which we have a large
amount of overlapped regions. Results in several real and synthetic datasets
show the robustness of the OPF-based classifiers against the above ones.

1. Introduction

Patterns are usually represented by feature vectors obtained from samples of a
dataset [Duda et al. 2000]. Two fundamental problems in pattern recognition are: (i)
unsupervised classification, in which we have to identify natural groups (clustering) com-
posed by samples with similar patterns and (ii) supervised one, in which we have to
classify each sample in one ofc possible classes (labels). Our focus is on the supervised
learning approaches, in which we have, basically, three typical cases in 2D feature spaces
using two classes: (a) linearly separable, (b) piecewise linearly separable, and (c) non-
separable classes with arbitrary shapes. Any reasonable approach should handle (a) and
(b), being (c) the most interesting challenge. An artificial neural network with multi-layer
perceptrons (ANN-MLP), for example, can address (a) and (b), but not (c) [Haykin 1994].
As an unstable classifier, collections of ANN-MLP can improve its performance up to
some unknown limit of classifiers. Support vector machines (SVMs) have been proposed
to overcome the problem, by assuming linearly separable classes in a higher-dimensional
feature space [Boser et al. 1992]. Its computational cost rapidly increases with the train-
ing set size and the number of support vectors. As a binary classifier, multiple SVMs
are required to solve a multi-class problem. Tang and Mazzoni [Tang and Mazzoni 2006]
proposed a method to reduce the number of support vectors in the multi-class problem.
Their approach suffers from slow convergence and high computational cost, because they
first minimize the number of support vectors in several binary SVMs, and then share these
vectors among the machines. Another point is that, in all SVM approaches, the assump-
tion of separability may also not be valid in any space of finite dimension.

We have proposed a framework for supervised classifiers based onoptimum-
path forest (OPF) [Papa et al. 2007, Papa et al. 2008a, Papa and Falcão 2008,
Papa et al. 2009d, Papa and Falcão 2009a], which allows the design of fast, simple
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and native multi-class classifiers, which can handle some degree of overlapping between
classes. The training set is thought of as a graph, whose nodes are the samples and arcs
are defined by some adjacency relation. The arcs are weighted by the distances between
the feature vectors of their corresponding nodes and the nodes can also be weighted
by some probability density function. Any sequence of distinct samples forms a path
connecting the terminal nodes and aconnectivity functionassigns a cost to that path
(e.g., the maximum arc-weight along it). The idea is to identify prototypes in each class
such that every sample is assigned to the class of its most strongly connected prototype.
That is, the one which offers to it an optimum-cost path, considering all possible paths
from the prototypes. Our framework can handle all three aforementioned cases (linearly
separable, piecewise linearly separable, and non-separable classes) with a predefined
arc-weight function and prototypes estimation methodology.

Other contribution of this work concerns learning algorithms, which can teach a
classifier from its errors on a third evaluation set without increasing the size of the training
set. As the samples in the test set can not be seen during the project, the evaluation set is
necessary for this purpose. The basic idea is to randomly interchange samples of the train-
ing set with misclassified samples of the evaluation set, retrain the classifier and evaluate
it again, repeating this procedure during a few iterations. The effectiveness is measured
by comparing the results on the unseen test set before and after the learning algorithm. It
is expected an improvement in performance for any stable classifier. This paper describes
the supervised OPF-based classifiers and their learning algorithms in Section 2, shows
results that compare the OPF-based classifiers with SVM and ANN-MLP in Section 3,
and states conclusions in Section 4.

2. Optimum-Path Forest Classifiers
Let Z1, Z2, andZ3 be training, evaluation, and test sets with|Z1|, |Z2|, and|Z3| samples
of a given dataset. We use samples as points, images, voxels, and contours in this paper.
This division of the dataset is necessary to validate the classifier and evaluate its learning
capacity from the errors.Z1 is used to project the classifier andZ3 is used to measure its
accuracy, being the labels ofZ3 kept unseen during the project. A pseudo-test onZ2 is
used to teach the classifier by randomly interchanging samples ofZ1 with misclassified
samples ofZ2. After learning, it is expected an improvement in accuracy onZ3.

Our problem consists of usingS, (v, d) andZ1 to project an optimal classifier
which can predict the correct labelλ(s) of any samples ∈ Z3. The OPF-based classifiers
create a discrete optimal partition of the feature space such that any samples ∈ Z3 can
be classified according to this partition. This partition is an optimum path forest (OPF)
computed inℜn by the image foresting transform (IFT) algorithm [Falcão et al. 2004].
Let (Z1, A) be a graph whose nodes are the training samples and any pair of samples
defines an arc inA = Z1×Z1. A path is a sequence of distinct samplesπt = 〈s1, s2, . . . , t〉
with terminus at a samplet, and is saidtrivial if πt = 〈t〉. We assign to each pathπt a cost
f(πt) given by a connectivity functionf . A pathπt is said optimum iff(πt) ≤ f(τt) for
any other pathτt. We also denote byπs · 〈s, t〉 the concatenation of a pathπs and an arc
(s, t). We have presented two OPF-based classifiers: OPF using complete graph (OPFcpl)
and OPF usingk-nn graph (OPFknn), in which they differ in the adjacency relation, path-
cost function and prototypes estimation methodology. The OPF framework allows us to
design different classifiers changing one/all the above aspects.
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2.1. Optimum-Path Forest classifier using complete graph

The OPFcpl uses a complete graph as adjacency relation, i. e., each pair of node is con-
nected by an arc (full connectedness graph). The arcs do not need to be stored and so
the graph does not need to be explicitly represented. The path-cost function used isfmax,
given by

fmax(〈s〉) =

{

0 if s ∈ S,
+∞ otherwise

fmax(πs · 〈s, t〉) = max{fmax(πs), d(s, t)} (1)

such thatfmax(πs · 〈s, t〉) computes the maximum distance between adjacent samples
along the pathπs · 〈s, t〉. The minimization offmax assigns to every samplet ∈ Z1 an
optimum pathP ∗(t) from the setS ⊂ Z1 of prototypes, whose minimum costC(t) is

C(t) = min
∀πt∈(Z1,A)

{fmax(πt)}. (2)

The minimization offmax is computed by the OPFcpl algorithm, which is an exten-
sion of the general image foresting transform (IFT) algorithm [Falcão et al. 2004] from
the image domain to the feature space, here specialized forfmax. This process assigns
one optimum path fromS to each training samplet in a non-decreasing order of mini-
mum cost, such that the graph is partitioned into an optimum-path forestP (a function
with no cycles which assigns to eacht ∈ Z1\S its predecessorP (t) in P ∗(t) or a marker
nil whent ∈ S. The rootR(t) ∈ S of P ∗(t) can be obtained fromP (t) by following the
predecessors backwards along the path, but its label is propagated during the algorithm
by settingL(t) ← λ(R(t)). We say thatS∗ is an optimum set of prototypes when the
OPFcpl algorithm minimizes the classification errors inZ1. S∗ can be found by exploiting
the theoretical relation between minimum-spanning tree (MST) and optimum-path tree
for fmax [Papa 2008]. By computing a MST in the complete graph(Z1, A), we obtain a
connected acyclic graph whose nodes are all samples ofZ1 and the arcs are undirected and
weighted by the distancesd between adjacent samples). The spanning tree is optimum in
the sense that the sum of its arc weights is minimum as compared to any other spanning
tree in the graph. In the MST, every pair of samples is connected by a single path which is
optimum according tofmax. That is, the minimum-spanning tree contains one optimum-
path tree for any selected root node. The optimum prototypes are the closest elements
of the MST with different labels inZ1. By removing the arcs between different classes,
their adjacent samples become prototypes inS∗ and OPFcpl algorithm can compute an
optimum-path forest inZ1.

For any samplet ∈ Z3 (or s ∈ Z2), we consider all arcs connectingt with samples
s ∈ Z1, as thought were part of the training graph. Considering all possible paths from
S∗ to t, we find the optimum pathP ∗(t) from S∗ and labelt with the classλ(R(t)) of its
most strongly connected prototypeR(t) ∈ S∗. This path can be identified incrementally,
by evaluating the optimum costC(t) as

C(t) = min{max{C(s), d(s, t)}}, ∀s ∈ Z1. (3)

Let the nodes∗ ∈ Z1 be the one that satisfies Equation 3 (i.e., the predecessor
P (t) in the optimum pathP ∗(t)). Given thatL(s∗) = λ(R(t)), the classification simply
assignsL(s∗) as the class oft. An error occurs whenL(s∗) 6= λ(t).
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2.2. Optimum-Path Forest classifier usingk-nn graph

Let k ≥ 1 be a fixed number for the time being. Ank-nn relationAk is defined as
follows. A samplet ∈ Z1 is said adjacent to a samples ∈ Z1, if t is k-nearest neighbor of
s according tod(s, t). The pair(Z1, Ak) then defines ak-nn graph for training. The arcs
(s, t) are weighted byd(s, t) and the nodess ∈ Z1 are weighted by a density valueρ(s),
given by

ρ(s) =
1√

2πσ2k

∑

∀t∈Ak(s)

exp

(

−d2(s, t)

2σ2

)

, (4)

whereσ =
df

3
anddf is the maximum arc weight in(Z1, Ak). This parameter choice con-

siders all nodes for density computation, since a Gaussian function covers most samples
within d(s, t) ∈ [0, 3σ]. However the density valueρ(s) be calculated with a Gaussian
kernel, the use of thek-nn graph allows the proposed OPF to be robust to possible varia-
tions in the shape of the classes.

We definef(πt) such that its maximization for all nodest ∈ Z1 results into an
optimum-path forest with roots at the maxima of the pdf, forming a root setR. We
expect that each class be represented by one or more roots (maxima) of the pdf. Each
optimum-path tree in this forest represents the influence zone of one rootr ∈ R, which
is composed by samples more strongly connected tor than to any other root. We expect
that the training samples of a same class be assigned (classified) to an optimum-path tree
rooted at a maximum of that class. The path-value function is defined as follows.

fmin(〈t〉) =

{

ρ(t) if t ∈ R
ρ(t)− δ otherwise

fmin(πs · 〈s, t〉) = min{fmin(πs), ρ(t)} (5)

whereδ = min∀(s,t)∈Ak|ρ(t)6=ρ(s) |ρ(t) − ρ(s)|. The root setR is obtained on-the-fly. The
method also uses the Image Foresting Transform (IFT) [Falcão et al. 2004] to maximize
f1(πt) and obtain an optimum-path forestP — a predecessor map with no cycles that
assigns to each samplet /∈ R its predecessorP (t) in the optimum pathP ∗(t) fromR or
a markernil whent ∈ R.

For any samplet ∈ Z3 (or s ∈ Z2), we consider thek-nearest neighbors connect-
ing t with sampless ∈ Z1, as thought were part of the graph. Considering all possible
paths fromR to t, we find the optimum pathP ∗(t) with root R(t) and labelt with the
classλ(R(t)). This path can be identified incrementally, by evaluating the optimum cost
V (t) as

V (t) = max{min{V (s), ρ(t)}}, ∀s ∈ Z1. (6)

Let the nodes∗ ∈ Z1 be the one that satisfies the above equation. Given thatL(s∗) =
λ(R(t)), the classification simply assignsL(s∗) to t.

2.3. Learning algorithm

There are many situations that limit the size ofZ1: large datasets, limited computational
resources, and high computational time as required by some approaches. Mainly in ap-
plications with large datasets, it would be interesting to select forZ1 the most informative
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samples, such that the accuracy of the classifier is little affected by this size limitation.
It is also important to show that a classifier can improve its performance along time of
use, when we are able to teach it from its errors. This section presents a general learning
algorithm which uses a third evaluation setZ2 to improve the composition of samples in
Z1 without increasing its size.

From an initial choice ofZ1 andZ2, the algorithm projects an instanceI of a given
classifier fromZ1 and evaluates it onZ2. The misclassified samples ofZ2 are randomly
selected and replaced by samples ofZ1 (under certain constraints). This procedure as-
sumes that the most informative samples can be obtained from the errors. The new sets
Z1 andZ2 are then used to repeat the process during a few iterationsT . The instance of
classifier with highest accuracy is selected along the iterations. The accuracy valuesL(I)
obtained for each instanceI form a learning curve, whose non-decreasing monotonic be-
havior indicates a positive learning rate for the classifier. Afterwards, by comparing the
accuracies of the classifier onZ3, before and after the learning process, we can evaluate
its learning capacity from the errors. Notice that this learning algorithm can be used for
any classifier, and here we applied it to OPFcpl, OPFknn, SVM and ANN-MLP.

3. Experimental results

The OPF-based algorithms were published in several Qualis A and B conferences and
journals, and applied to a large range of applications, since that several medical ap-
plications [Papa et al. 2008b, Spadotto et al. 2008, Falcão et al. 2006, Falc̃ao et al. 2007,
Falc̃ao et al. 2008, Cappabianco et al. 2008, Papa et al. 2009c, Iliev et al. 2009], bio-
metrics recognition problems [Montoya-Zegarra et al. 2008b, Chiachia et al. 2009,
Papa et al. 2009a], including face recognition and fingerprint identification, texture
recognition [Montoya-Zegarra et al. 2008a, Montoya-Zegarra et al. 2007], rainfall esti-
mation [Freitas et al. 2009, Papa et al. 2009b, Freitas et al. 2007] and land use classifica-
tion [Pisani et al. 2009]. This last work have received a prize for one of the best accepted
papers. Notice that due to the lack of space, some publications were omitted.

Table 1 shows the accuracies and execution time in seconds of the OPFcpl, OPFknn,
SVM and ANN-MLP classification in some real and synthetic problems. The databases
were splitted in 30% for training, 20% for evaluating (learning) and 50% for testing the
algorithms. The accuracy is obtained as an average over 10 runnings for each experiment.
In each running, training, evaluating and test sets were randomly generated. The results
are displayed in the following format:x ± y(z), in which x, y andz are, respectively,
the mean accuracy and its standard deviation and the mean execution time (normalized
with respect to the dataset size). Several other results can be found in the aforementioned
publications and in the João Paulo Papa’s PhD. thesis [Papa 2008]. Note that OPF-based
algorithms are extremely fast and accurate. On average, the results indicate that the OPF-
based classifiers were about 72 times faster than SVM and 443 times faster than ANN-
MLP [Papa 2008]. One of the main advantages of the OPF-based classifiers is that it
does not interprets the classification task as a separating hyperplanes problem, such that
SVM and ANN-MLP. The SVM characteristics turn its quadratic optimization problem
into a suffering task in situations where large datasets is required. Still, the problem
increases when the parameters of the nonlinear mapping (kernel functions) have to be
found. Generally, this procedure is carried out by exhaustive search, which can make the
training phase time prohibitive.
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Dataset OPFcpl OPFknn SVM ANN-MLP

MPEG-7 Shape 87.24±0.01(0.0019) 87.65±0.01(0.0038) 87.18±0.01(0.2859) 79.23±0.04(0.5043)

CONE-TORUS Synthetic 88.38±0.01(0.0010) 86.28±0.02(0.0040) 87.95±0.03(0.1281) 85.58±0.04(1.8540)

SATURN Synthetic 88.70±0.02(0.0011) 89.30±0.02(0.0011) 89.30±0.03(0.1445) 88.10±0.04(0.3828)

WISCONSIN BREAST CANCER 94.17±0.12(0.0019) 94.75±0.11(0.0019) 96.07±0.13(0.0091) 93.26±1.10(0.01505)

Table 1. Mean accuracy, standard deviation and execution tim e in seconds for
OPFcpl, OPFknn, SVM and ANN-MLP classifiers.

4. Conclusions

We introduced a novel and powerful framework for graph-based supervised classifi-
cation, in which one can design OPF-based classifiers by just changing the path-cost
function, adjacency relation and/or prototypes estimation methodology. We presented
here two variants of OPF-based algorithms: OPFcpl and OPFknn. The first one uses
fmax as the path-cost function, complete graph as adjacency relation and MST approach
for prototypes estimation, and the last one usesfmin, a k-nn adjacency relation and
the prototypes are located in the maxima regions of the data feature space. We also
developed the LibOPF, a library for the design of OPF-based classifiers, available in
http://www.ic.unicamp.br/ ˜ afalcao/libopf.

We compared OPF-based classifiers with SVM and ANN-MLP using several
datasets. The advantage of OPF-based techniques over the others in computational time
is notorious and impressive, which is crucial in the case of large datasets. It can be more
or less accurate than SVM, depending on the case, but its accuracy is usually superior
to those of ANN-MLP. OPF-based classifiers also present some interesting properties.
It is fast, simple, multi-class and does not make any assumption about the shape of the
classes, and can handle some degree of overlapping between classes. An actual work
concerns with reducing the training set without compromising the accuracy over the test
set [Papa and Falcão 2009b, Papa et al. 2009b]. The main idea is to simulate a learning
algorithm that can mark the training samples that participated from the classification pro-
cess in the evaluation set. The remaining samples can be discarded from the training
project or even so moved to the evaluating set to improve learning.

The OPF framework, as well its variants, learning algorithms and applications
were evaluated and published in 14 international and 2 national conferences, 4 journals, 3
technical reports, 2 national and 1 international patent involving the automatic identifica-
tion of human intestinal parasites in the last 2 years [Papa 2008], and have received a prize
for the best accepted papers for remote sensing image classification [Pisani et al. 2009].
Nowadays, we have also submitted 1 conference and 3 journal articles.
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Papa, J., Falc̃ao, A., Levada, A., Corrêa, D., Salvadeo, D., and Mascarenhas, N. (2009a).
Fast and accurate holystic face recognition through optimum-path forest. In16th In-
ternational Conference on Digital Signal Processing. Santorini, Greece (accepted).

47



Papa, J., Falc̃ao, A., Suzuki, C., and Mascarenhas, N. (2008a). A discrete approach
for supervised pattern recognition. In12th International Workshop on Combinatorial
Image Analysis, volume 4958, pages 136–147. LNCS Springer Berlin/Heidelberg.
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